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The method discussed in this work provides a theoretical framework where simple
chemical reactions resemble any other standard quantum process, i.e., a transition
in quantum state mediated by the electromagnetic field. In our approach, quantum
states are represented as a superposition of electronic diabatic basis functions, whose
amplitudes can be modulated by the field and by the external control of nuclear con-
figurations. Using a one-dimensional three-state model system, we show how chemi-
cal structure and dynamics can be represented in terms of these control parameters,
and propose an algorithm to compute the reaction probabilities. Our analysis of effec-
tive energy barriers generalizes previous ideas on structural similarity between reactant,
and product, and transition states using the geometry of conventional reaction paths.
In the present context, exceptions to empirical rules such as the Hammond postulate
appear as effects induced by the environment that supplies the external field acting on
the quantum system.
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1. Introduction

Experiments on single molecules show that external manipulation can influ-
ence the preferred pathway of a chemical reaction [1]. In particular, the elec-
tric field associated with the tip of a scanning–tunneling microscopy (STM) can
be used to excite selectively a single adsorbate [2] and induce translation or
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desorption [3], as well as control the formation of a new product after frag-
mentation [4]. Electron transfer in the STM field can also become so strongly
coupled to high-frequency oscillations in a single-molecule transistor [5] that
one could also regard the result as a quantum process triggered by centre-
of-mass motions. Similarly, growing evidence suggests that processes such as
enzymatically-catalyzed proton transfers are strongly affected, and regulated, by
the geometry and dynamics of the enzyme (cf. ref. 6 and others therein). These
examples indicate that, in principle, it is possible to prepare (and control) a
molecular system externally in such a way as to elicit its electronic reorganiza-
tion. In particular, a sharp change in electronic quantum state can occur within
certain regions of the nuclear configurational space, under the mediation of an
external field. Here, we discuss a formalism to describe these phenomena and
locate “reactive” configurations that can be reached by external manipulation or
intrinsic activations. In our approach, quantum states are represented within a
generalized electronic diabatic (GED) basis set for the interacting electron gas
model; by construction, these states are diabatic in the sense of being indepen-
dent of the geometry for the background of external positive charges (e.g., the
nuclear charges). Depending on symmetry, changes in quantum state may require
not only the external field but also a diabatic transition state. The formalism
goes beyond the standard Born–Oppenheimer (BO) electronuclear separation [7].
Below, we discuss the foundations of the methodology; emphasis is made on the
basic concepts required to build a model of a chemical reaction as a full quan-
tum process, i.e., one where quantum states change amplitudes when represented
as a linear superposition over the GED basis. As illustration, we apply the ideas
to a simple three-state model where reaction probabilities are affected by con-
trolling externally the geometry of the positive charge background.

2. Quantum/classical model

The key ideas of the GED approach are summarized here. In a
quantum-mechanical (non-relativistic) context, a molecular system is repre-
sented by a Coulomb hamiltonian operator Hmol(q,R;[Z,M]), whose eigenstates
�(q,R) belong to an electronuclear Hilbert space supported by the vector space
�3n×�3m associated with n-electron coordinates q and m-nuclei coordinates R.
The notation Hmol(q,R; [Z,M]) indicates that the operator depends parametri-
cally on the vectors Z and M representing m-nuclear charges and masses, where

Hmol(q,R;[Z,M]) = TN(R;[M])+ Te(q)+ Vee(q)+ VNe(q,R;[Z])+ VNN(R;[Z])

(1)

with TN and Te the usual kinetic energy operators and Vee, VNe, and VNN

the potential energy operators for the electron–electron, electron–nuclei, and
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nuclei–nuclei interactions. The eigenfunctions of (1) form a continuum. As dis-
cussed by Sutcliffe [8], these wave functions can always be written as �(q,R) =
ψ(q,R)F(R), but the resulting ψ and F functions are not eigenfunctions of any
molecular hamiltonian, thus cannot be assigned a clear physical meaning. In
other words, although one can always “separate” nuclei and electrons because
they are different particles, this difference does not translate into distinct wave
functions. In the BO scheme, ψ(q,R) is assumed to be an eigenfunction of the
nuclear-mass-independent operator Helec = Te(q)+Vee(q)+VNe(q,R;[Z]) [7a]. The
so-called “clamped-nuclei approximation” is a further simplification that intro-
duces infinite-mass nuclei and a continuous parametric dependence of ψ(q,R)
(and its energy E) with the R-coordinates [8]. This approach has been subject to
numerous criticisms and the BO potential energy hypersurface E(R) is physically
lacking on several grounds [8–11]. For the present work, the principal weak-
nesses are: (i) the coordinates R cannot be interpreted as nuclear positions when
using a rotating body-fixed coordinate system with origin at the system’s centre
of mass [7b], (ii) chemical reactions are described as a result of unphysical con-
tinuous changes of the electronic basis functions on the single energy surface for
an isolated molecular system, and (iii) the method cannot account for the fact
that some low-energy reaction channels are apparently influenced by high-energy
states [9,10]. Note that point (i) is important yet, unfortunately, seldom recog-
nized as intrinsic to the BO approach.

The GED approach addresses these issues by introducing a de facto separa-
tion between quantum particles (the electrons) and a set of classical positive test
charges. In a first approach, the masses of the latter particles (e.g., the nuclei) do
not enter into the description. The resulting quantum/classical hamiltonian HQ/C

depends on the n-electron q-coordinates and the ξ -coordinates for the configura-
tion of positive charges, yet has no information on nuclear masses

HQ/C(q;[ξ ,Z])=T (q)+V (q;[ξ ,Z])=T (q)+Vee(q)+VNe(q;[ξ ,Z])+VC([ξ ,Z]).

(2)

The potential VC([ξ ,Z]) is the interaction between classical charges; VNe + VC is
an “external” potential acting on the n-electron system. In a model with classi-
cal charges, the ξ -configurations can be manipulated externally at will, and thus
the HQ/C hamiltonian depends parametrically on the latter (but not the basis
functions). Both the operator HQ/C and its eigenstates are described with iner-
tial (nonrotating) frames; velocities and translational energies for reactant states
introduce only phase factors in the wave functions [12].

When Z = 0, HQ/C represents n-interacting electrons and its eigenstates
span a ξ -independent continuum. Our central idea is that the eigenfunctions
of HQ/C(q; [ξ ,0]) form a complete ensemble and contain all the information
(including electron correlation) needed to describe the quantum states of any
n-electron system consistent with a given Z-vector. In the context of the present
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quantum/classical hamiltonian HQ/C, it is worth restating two important results
for electron and nuclear operators due to Kato [13]

(1) The domain DH of the hamiltonian H(q) = T (q)+V (q) is that of T (q),
the (purely kinetic) hamiltonian for free electrons, for any V potential
satisfying: ‖V φ‖ � a|T φ‖ + b‖φ‖, for every φ ∈ DH and two constants
a and b, where ‖Aφ‖2 = 〈Aφ|Aφ〉(q). As discussed in ref. 13, this the-
orem is valid for any Coulomb operator V. For our present needs, this
result indicates that the domain of the hamiltonian is not affected by Z,
i.e. it is the same whether V is the full operator Vee(q)+VNe(q; [ξ ,Z])+
VC([ξ ,Z]) in equation (2) or V (q; [ξ ,0]) = Vee(q), the electron–electron
repulsion.

(2) In addition to the above invariance of the hamiltonian domains DH,
we take into account that a nonrelativistic hamiltonian for a finite set
of particles interacting with each other through a Coulomb potential
energy is essentially self-adjoint. This result also applies to the model
operator HQ/C(q; [ξ ,Z]), even after we add spin–orbit interactions. In
this theorem, essential self-adjointness implies that the spectrum of (dis-
crete or continuous) eigenfunctions HQ/C(q; [ξ ,Z]) is complete, although
this may not be true if the V potential becomes non-Coulombic [13].

Note that result (2) indicates that the eigenfunctions of HQ/C(q; [ξ ,Z]) are
sufficient to represent the general quantum states of an isolated n-electron sys-
tem, whereas the result (1) ensures that this set of functions is contained within
the domain of the electron-only system HQ/C(q; [ξ , 0]). These functions span a
continuum, yet remain a complete representation for a n-electron system nonis-
olated in the presence of a external electromagnetic field, even if in these cases
the standard perturbative approaches become asymptotically divergent [14].

By construction, the {ψk(q)}-eigenfunctions of HQ/C(q; [ξ , 0]) contain no
information on the location of the classical charges. Based on the result above,
we propose to view the {ψk(q)}-eigenfunctions of HQ/C(q; [ξ ,Z]) as a complete
set of diabatic basis functions, i.e., independent of the ξ -geometry of the back-
ground of classical charges for any given Z-vector. It should be pointed out
that these “formal diabatic basis functions” are not built as linear combinations
of adiabatic functions derived from the BO approach, as done in the numer-
ous schemes available for deriving quasi-diabatic functions [9,11,15–25]; indeed,
such combinations are not, in general, globally diabatic [16,18,23], although
they remain a useful tool in regions of configurational space, depending on the
nature of the residual nonadiabatic coupling terms (NACTs) associated with the
nuclear gradient operator [25]. As discussed below, functions computed at spe-
cific stationary ξ -geometries can also be used as a first approximation to the
{ψk(q)}-eigenfunctions introduced in the GED approach. The central difference
is the nature of their coupling: whereas quasi-diabatic functions are coupled
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through by NACTs, we focus presently in the coupling through an external field.
The latter feature remains a factor even if one neglects all nuclear-coordinate
derivatives.

In the present approach, each ψk(q)-function represents a basis state for an
isolated molecular system and it is associated with a diabatic potential energy
function defined as

Uk(ξ) = 〈ψk(q)|HQ/C(q; [ξ ,Z])ψk(q)〉, (3)

where brackets indicate integrals over q. The {Uk(ξ)}-functions represent the
eigenvalues of the quantum/classical hamiltonian at the local ξ -configuration (a
“single-point” hamiltonian); since the {ψk(q)}-functions are diabatic, the {Uk(ξ)}-
eigenvalues depend on ξ only through (VNe(q; [ξ ,Z]) + VC([ξ ,Z]) in equation
(2). Note that, in this context, all HQ/C(q; [ξ ,Z]) operators share the {ψk(q)}-
eigenfunctions, but not necessarily with the same eigenvalues. Except at isolated
ξ -configurations, the {ψk(q)}-functions are nondegenerate, i.e. 〈ψk(q)|ψj(q)〉 = δkj .
From this, we deduce: 〈ψk(q)|HQ/C(q; [ξ ,Z])ψj (q)〉 = 0, for all ξ , if k �= j . Note
that, in contrast with the BO approach, there are no discontinuities in the {ψk(q)}-
functions or their derivatives whenever two potential energy functions {Uk(ξ)}
cross.

Since ψk(q) do not depend on ξ , the matrix element 〈ψk|HQ/Cψj 〉 will
vanish for k �= j for any ξ , even if the {ψk(q)}-functions have been calculated at a
configuration ξ ′ �= ξ . Note that this is a property of the diabatic exact basis func-
tions; approximate solutions (e.g., Hartree–Fock wave functions or their exten-
sions involving some electron-correlation effects) do not satisfy this property
globally over the entire ξ -space.

The existence of a complete basis of {ψk(q)}-functions does not provide
information about the spectrum, beyond it being bounded from below and
unbounded from above [13]. In particular, not all ψ(q) functions need be con-
sistent with a molecular bound state; some of these state may be represented
by specific linear combinations of the latter. Therefore, we introduce the notion
of chemical species by associating each to a single-minimum diabatic potential
attractor with the following two requirements:

(1) A diabatic |ψk(q)〉-basis state for an isolated n-electron molecular system
satisfies the stationary solutions ∂Uk(ξ)/∂Z|Z* = 0 and ∂Uk(ξ)/∂ξ |ξ (k) =
0 [26].

(2) A bound |ψk(q)〉-basis state defines a potential energy attractor Uk(ξ)

with only one minimum-energy stationary geometry, denoted by ξ (k).
These ξ (k)-geometries will correspond to asymptotic attractors in the
case of |ψk(q)〉-states representing separate molecular fragments [12].

The integer solutions Z* corresponds to chemical systems that can be
achieved with realistic charges. These Z-systems admit a number of bound
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chemical species, each of which is associated with a single-minimum potential
energy attractor. Each molecular Uk(ξ )-attractor is a confining function with
respect to the limit of the electron-only gas (Z = 0). These species can be given
arbitrary ξ -configurations and yet remain at the same |ψk(q)〉-state. Our con-
tention now is that nonisolated systems can change the electronic quantum state
depending on the local ξ -geometry imposed. As long as an external field couples
a subset of relevant |ψk(q)〉-basis states, it would be possible to build a minimal-
ist model of a reaction process evolving as a change in general quantum state.

3. Electronic processes in laboratory space

Using the results in the previous section, consider a nonisolated system that
interacts with an external field; the total hamiltonian Htot can be written in the
first (dipolar) approximation as [12]

Htot(q) = HQ/C(q; [ξ ,Z])+ Vfield ≈ HQ/C(q; [ξ ,Z])− (e/mc)A · p, (4)

where A is the electromagnetic vector field and p the electronic total linear
momentum operators (both represented using the same inertial frame). Invok-
ing the completeness of the diabatic basis set, we represent the eigenstates {|�〉}
of Htot as a linear superposition in the eigenfunctions of HQ/C(q; [ξ ,Z]), where
the linear combination coefficients cs(ξ ; A) depend parametrically on the applied
field and contain all the information of the local ξ -geometry for the classical
charges

�(q; [ξ ]) =
∑

s

cs(ξ ; A)ψs(q) = (c1(ξ), . . . , ci(ξ), . . . )[ψ1(q), . . . , ψi(q), . . . ].

(5)

A quantum state |�〉 is simply defined by the coefficient vector c(ξ)= (c1(ξ)

, . . . , ci(ξ), . . . ) in the infinite Hilbert space of diabatic functions; changes in
quantum state correspond to shifts in this vector. However, when applying equa-
tion (5) in practice, one must take into account that studying a system in the lab-
oratory introduces constraints in the form of boundary conditions and windows
of accessible energies. These constraints translate into the fact that only a finite
subset amplitudes in the diabatic basis functions, {ψk, k = 1, 2, . . . ,M}, may be
needed to account for all relevant observations. From the viewpoint of externally
manipulating the classical ξ -configurations, each (0, . . . , 0, ck(ξ)≈ 1, 0, . . . )-state
in this subset would correspond to one possible way of preparing the isolated
molecular system in laboratory space. However, since “preparing” a quantum
system implies that it is nonisolated, it is not possible to achieve a purely diabatic
quantum state, e.g. c(ξ) = (0, . . . , 0, ci = 1, 0, . . . , cM = 0). Even if we approach
closely a condition |�〉 ≈ ci |ψi〉, ci ≈ 1, other states in the linear combination
(5) are always present. These “residual” contributions are essential if the general
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quantum state is to evolve physically among diabatic states for different ξ -config-
urations. For this reason, the choice of the finite set {ψk, k = 1, 2, . . . ,M} must
be careful. To this end, we introduce another notion:

Definition 1. The finite basis subset {ψk, k= 1, 2, . . . ,M} contains two classes of
states. Class 1 includes all possible reactant/product states that can be prepared
in laboratory space with energies consistent with observations and an accessi-
ble region of ξ -configurations. Class 2 contains those excited states required for
describing the electronic-transition mechanisms occurring in a region of ξ -space
that overlaps the one corresponding to the reactant/product states in Class 1.

As an illustration, definition 1 will imply that if we want to describe the
quantum states for a system initially prepared as a classical H+H collision,
we must include not only a selection of relevant diabatic states for two hydro-
gen atoms, but also those for other possible experiments on the two-electron
system, e.g., H− + H+ or e− + H+

2 collisions (in addition to the H2 molecule).
Alternatively, one could represent the quantum states by using the set of all
possible direct products between two hydrogen-atom wave functions (including
discrete and continuum states). These diabatic states may be coupled in an exter-
nal field. Ultimately, the choice of the minimum set of M diabatic functions will
be dictated by how the system is studied (or prepared) in the laboratory. Often,
describing some observables (e.g., a rate constant for a given reaction channel)
requires that we include high-energy diabatic states with prescribed symmetries
in Class 2; these states may or may not correlate with asymptotic states. Some
known failures of the BO scheme can be traced indeed to the fact that some rel-
evant high-energy states are left out of the analysis [9].

Whereas the superposition (5) is sensible for the eigenfunctions of the
total operator Htot(q), there is no guarantee that the spectrum of H(q, ξ) (with
Uk(ξ) eigenvalues) is sufficient to represent the �(q, ξ)-eigenfunctions for the
full molecular hamiltonian including quantum nuclear states. This issue can be
addressed by an additional requirement, whereby equation (5) is also used to
represent �(q, ξ); here, the cs(ξ)-coefficients emerge as eigenfunctions of the
operator HN = TN(ξ) + Uk(ξ) for the nuclear dynamics [26]. This extension is
implicitly assumed but for our present needs we omit it, since the ξ -configura-
tions are considered for the moment to be manipulated externally, rather than
by the intrinsic nuclear dynamics.

The above ideas are sufficient to build a theoretical framework where a
chemical reaction resembles other quantum processes (e.g., an electronic “exci-
tation”). In other words, a chemical process involves a change of quantum (elec-
tronic) state mediated by the electromagnetic field, and possibly influenced by an
external manipulation of the nuclear configurational space.

A practical implementation of these ideas requires the choice of a conve-
nient subset of GED functions {ψk, k= 1, 2, . . . ,M}. A simple choice can be
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based on a series of isolated adiabatic calculations, each at the minimum-energy
configuration for an attractor associated with a relevant chemical species. At
each of these ξ (k)-geometries, with ∂Uk(ξ )/∂ξ =0 at ξ (k), we generate one of the
ψk-functions, and then use it to construct the diabatic potential energy Uk(ξ) =
〈ψk|HQ/Cψk〉, where ψk remains unchanged from the form evaluated at ξ (k). In
this manner, each ψk-function would preserve the symmetries that characterize
the electronic states in question (e.g., the number and symmetry of the nodal
planes). When using the standard representation for ψk with atomic orbitals,
care must be taken to ensure that orbitals located at different points in space
(e.g., on a nucleus) are consistent with the laboratory frame. Further information
could be introduced into the model by fitting the approximate diabatic poten-
tial energy curves to “cross” at known conical intersections [25]. This proce-
dure would increase the quality of a finite set of GED functions, while avoid-
ing the drawbacks associated with the residual nuclear-coordinate dependence
that characterize quasi-diabatic functions [14–25,27]. Below, we illustrate these
notions in a simple model for the isomerization of two closed-shell species (e.g.,
a keto→enol reaction). In the simplest case, the external field may be a mono-
chrome laser beam.

4. Chemical reactions and rate constants in a three-state model system

4.1. Effective potential energy functions

For illustration, consider two chemical species whose electronic structures
are described by the diabatic basis functions ψ1(q) and ψ2(q) (reactant and
product, respectively). These could correspond to a keto (reactant) and enol
(product) species. We assume these species have molecular potential energy
attractors, as opposed to asymptotic ones; in other words, their potential energy
functions U1 and U2 do not describe molecular fragments and their minima are
separated by a finite distance in a local inertial frame. In a typical isomerization,
these species will be nondegenerate, closed-shell, and share the same parity. This
symmetry implies 〈ψ1|ψ2〉 = 0 and 〈ψ1|Htotψ2〉 = 0 (cf. equation (4)), i.e., no
transition take place even in presence of a field). A formal change of quantum
state |�〉 ≈ c1|ψ1〉 → |�〉 ≈ c2|ψ2〉 must necessarily involve at least a third state
in Class 2, say |ψ3〉, with different parity; we call the latter a diabatic transition
state (TS).

We can now compute the lowest energy level for Htot using a three-state
model where a general quantum state is represented as � = c1ψ1 + c2ψ2 + c3ψ3.
The {ci}-coefficients are modulated by the external field and the classical-charge
configuration. Using the symmetries of these states, and the properties of the
matrix elements (Htot)ij (cf. section 2), the relevant secular equation is
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det




U1 − Etot 0 V13

0 U2 − Etot V23

V13 V23 U3 − Etot



 = 0, (6)

where the matrix elements for the field interaction, Vij = 〈ψi |Vfieldψj 〉, are also
independent of ξ . Our present goal is to understand the qualitative dependence
of the {ci}-coefficients on the field intensity (using V13 and V23 as control param-
eters) and the ξ -configuration (through the diabatic potential energy functions
{Ui}). For this reason, we base our analysis on model representations of the dia-
batic energies, instead of computing actual diabatic ψi-functions. We denote with
� the eigenfunction of Htot with the lowest energy eigenvalue Etot in equation
(8); the coefficients defining the corresponding quantum state |�̄〉 are computed
as: |c1| = V13c3/|Etot−U1|, |c2| = V23c3/|Etot−U2|, and |c3| = {(V13/|Etot−U1|)2+
(V23/|Etot − U2|)2 + 1}−1/2.

For simplicity, we consider that the most relevant features of the configu-
rational space can be captured by a single variable x, which can be thought as
measuring the position of a particular classical charge with respect to the lab-
oratory frame. In terms of this variable, we approximate the diabatic attractors
as harmonic oscillators: Ui(x) = �i + (ki/2)(x − xi)

2, where xi and �i give the
position and depth of the attractors, respectively. Figure 1 shows one such three-
state system, where the diabatic product |ψ2〉-state lies at higher energy than the
diabatic reactant |ψ1〉-state (with �1 = x1 = 0 and �2 = 3, x2 = 3), and the
attractor for the diabatic (Class 2) |ψ3〉-state is closer to that of the product (with
�3 = 5, x3 = 2.5). The force constants are chosen as k1 = k2 = 2k3 = 5. Consid-
ering a typical reduced mass of µ ≈ 103 atomic units, the potential well for the
reactant would admit ca. 90 vibrational levels up to the diabatic crossing xDC =
1.90 (where U1(xDC) = U2(xDC) = 4.5125), whereas the product has ca. 30 levels
at that point.

Within the standard BO approximation, one solves H(q; [ξ ])�(q; ξ)=
ε(ξ)�(q; ξ), i.e., an infinite set of hamiltonians relating the minimal energy
geometries of the reactant and the product. In this notation, we would have
�1(q; ξ (1))=ψ1(q) and �2(q; ξ (2))=ψ2(q), as discussed in section 3 for the prac-
tical choice of the basis set. At the adiabatic crossing (i.e., the conical inter-
section (CI)), the BO-hamiltonian is ill-defined. If the electronic symmetries of
�1(q; ξ (1)) and �2(q; ξ (2)) could be switched spontaneously at the CI, the poten-
tial energy curve would change continuously from reactant to products. The
reaction would then proceed from |ψ1〉 to |ψ2〉 as a spontaneous switch (an
“avoided crossing”) among potential energy curves. Yet, the adiabatic hypoth-
esis breaks down near xDC and an alternative analysis method is needed (e.g.,
a quasi-diabatization scheme) [14–25]. In the GED approach, in contrast, the
apparent transition |�〉 ≈ c1|ψ1〉 → |�〉 ≈ c2|ψ2〉 proceeds as an smooth effec-
tive reaction barrier Etot(x) = 〈�|Htot�〉, whose shape depends on the applied
external field. Figure 1 (top) shows one such barrier (indicated with thick line)
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Figure 1. Double-well potential Etot(x) = 〈�|Htot�〉 (top) and wave function coefficients (bottom)
associated with the lowest energy state of a three-state model with a bound diabatic transition state
(TS). The TS is more strongly coupled to the diabatic product state, V23 = 2V13 = 4. The TS makes
the largest contribution to the total quantum state |�〉 for 1.61 ≤ x ≤ 1.73 decreases rapidly after
the diabatic crossing U1 = U3. (See text for the potential energy functions Ui used. For the present

diagrams, the configurational variable x was varied with a resolution �x = 0.01.)

for a particular case where the diabatic product is more strongly coupled to
the diabatic TS (with V23 = 2V13 = 4). Here, the reaction is described by an
energy double well, with minima at xa* = 0.06 and xc* = 2.67, and a maximum
at xb* = 1.46. The process is slightly endothermic (with Etot(xa*)= −0.2066 and
Etot(xc*)= −0.1851), and the barrier height is significantly lower than the energy
at the diabatic crossing (Etot(xb*)= 1.3109 versus U1(xDC)= 4.5125). As a result
of the stronger coupling between the Class 1 and Class 2 states |ψ1〉 and |ψ3〉,
the position of the barrier and the effective minimum for the product (xb* and
xc*, respectively) are more affected than the one corresponding to the reactant.
As mentioned before, nuclear dynamics can be incorporated at this moment in
the formalism.

The bottom diagram in figure 1 shows how the energy profile reflects the
structure of the general quantum state |�(x)〉. Some important observations can
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be made: (i) Near the effective minimum for the reactant (xa* or x1), the quan-
tum state resembles the diabatic reactant state, i.e. one with c(x) = (c1, c2, c3)

with |c1| ≈ 1, |ci �=1| � 1. Nevertheless, the product state and TS make residual
contributions that, though quite small, are essential to understand the changes
in the |�(x)〉-state for other x values. (ii) The diabatic reactant state remains the
main contribution to |�(x) > for x ≤ 1.60. Note that the effective barrier at
xb* has an associated reactant-like state, |c1| ≈ 0.746, |c2| ≈ 0.434, and |c3| ≈
0.505. This would correspond to an “early transition structure” in the language
of physical organic chemistry [28,29]. (iii) The diabatic TS makes the larger con-
tribution to |�(x)〉 in a narrow region (x ∈ [1.61, 1.73]), but then decreases rap-
idly for x > 2.12. The diabatic product dominates the quantum state thereafter,
and reaches asymptotically |c2| → 1 for x 
 xc*. (iv) The overall picture is that
of a rather sharp transition around x ≈ 1.6 from a quantum state |�〉 defined
by c(x < x1) = (c1 ≈ 1, c2 ≈ 0, c3 ≈ 0) to a state characterized by c(x > x2) =
(c1 ≈ 0, c2 ≈ 1, c3 ≈ 0). The corresponding “transition configuration” is located
at x ≈ 1.6, that is much earlier than the diabatic crossing xDC = 1.9; such a
behaviour would not be found within the standard BO approach.

Since the field is constant in figure 1, a possible change in quantum state
would be the result of “moving” in ξ -space, as it is the case in experiments with
external configurational control [1–5]. The effective energy barrier in the field is
also quite different from the zero-field energy, a behaviour that also has a coun-
terpart in experiments [3]. The barrier observed in the GED model will change
with the external field and the couplings between the diabatic states (or transi-
tion moments).

Figure 2 illustrates the above idea by comparing the energy profiles for two
3-state models with different matrix elements Vij . Both models have the same di-
abatic potential energy functions {Ui(x)}; here, the product is isoenergetic with
the reactant (�2 = 0). In the top diagram, the product is more strongly cou-
pled to the TS in the Class 2 subset (V23 = 2V13 = 4); the result is an exothermic
double well with an “early” (reactant-like) barrier, consistent with the so-called
Hammond rule [28]. The couplings are inverted for the bottom diagram (2V23 =
V13 = 4), resulting in a nearly thermoneutral energy profile; the reaction barrier
is displaced towards the product with respect to the top diagram. In both cases,
the diabatic reactant state makes the largest contribution to |�(xb*)〉, the quan-
tum state at effective barrier. This is indicated by the shaded areas in figure 2,
denoting the x-configurations where |c1| is the largest coefficient (i.e., the “reac-
tant-like” regions). These regions, delimited by xA and xB , include the maximum
of the effective barrier. (In both cases, there is no region on the x-axis where the
diabatic TS makes the largest contribution to |�〉.) Note that the reactant-like
region is more expanded whenever the diabatic reactant is more strongly cou-
pled to the TS. Here, the model would predict an effective lower yield of the reac-
tion, since it becomes possible to move within a larger region of x-space (for a
given energy) without triggering a transition to the product state. The chemical
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Figure 2. Regions of configurational space where the diabatic reactant state makes the main contri-
butions to the total quantum state |�〉. Both diagrams use a “product-like diabatic TS”, but differ
in the coupling values: V23 = 2V13 = 4 (top) and V13 = 2V23 = 4 (bottom). The points denoted by
xA and xB represent the switch to a product-like conformation; there are no “TS-like” regions.

change requires less energy in the top diagram, as the configurational space for a
reactant-like state is smaller: whereas the bottom diagram has ca. 75 vibrational
levels in the reactant-like region, the number is reduced to ca. 40 in the top dia-
gram. In comparison, there are ca. 56 levels below U1(xDC) at zero field. As a
result, the reaction would proceed in the top diagram with energies below that
for the diabatic crossing U1(xDC).

So far, we have shown how the effective energy profile Etot(x) and func-
tion �(x) change over the x-configurational space for a given field intensity. The
behaviour might be different for other intensities, an effect that can be tested in
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our model using the Vij couplings. For simplicity, we restrict ourselves to the
case where Vij vary, yet the couplings’ ratio remains V23/V13 = 2.

In terms of the external field, the most dramatic effect is the shift in the
energy barrier and its disappearance at a critical value V (c)23 . Figure 3 illustrates
this behaviour for the 3-state model in figure 1 (top). The figure gives the posi-
tion of the barrier in terms of θ = (xb*−xa*)/(xc*−xa*), which is the fraction of
a conventional reaction path connecting the two minima in the effective energy
Etot(x). At zero-field (V23 = 0), we have θ = 1.9/3 ≈ 0.6333. As the coupling
increases, the barrier shifts initially towards the product (θ > 0.6333), but then
turns towards the reactant. (Figure 1 (top) corresponds to V23 = 4 and produces
a “nearly-midway” barrier with θ = 0.5364.) At the critical value V (c)23 ≈ 7.22,
the barrier disappears (θ = 0). For V23 > V

(c)

23 , Etot(x) is a single well and its
minimum approaches that of the diabatic TS for V23 → ∞.

As V23 increases, the barrier not only shifts but also decreases in height.
In addition, the xc*-minimum deepens, that is, the energy profiles become exo-
thermic for larger V23 values. Figure 4 illustrates how this behaviour modifies
the structure of the quantum state at the barrier, in terms of a variable δ =
[Etot(xb*) − Etot(xa*)]/[U1(xDC) − U1(x1)] measuring the barrier height relative
to the energy difference at the diabatic crossing. According to figure 4, |�(xb*)〉
resembles the diabatic reactant (|c1| > |c2|) once the height of the barrier is
sufficiently reduced; here, this corresponds to δ � 0.835, or to V23 � 1.21 in
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reactants and products (xa* and xc*). The coefficient |c1| makes the largest contribution to the state
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b )〉 for V23 � 1.21; for lower V23 values |c1| and |c2| re-cross often. The dominance of |c1| coin-
cides, on average, with the beginning of a systematic shift in xb* towards the reactant.
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when the effective barrier’s height is reduced (δ � 0.835), as expected for exothermic double wells.

figure 3. It should be noted, however, that Etot is an exothermic double well (i.e.,
Etot(xc*) < Etot(xa*)) only for 4.02 < V23 < V

(c)

23 = 7.22, which corresponds to
δ < 0.3334 in figure 4. Using our approach as a quantitative measure of simi-
larity between the general quantum state and a diabatic state, we can make the
following observations:

(i) Exothermic barriers have indeed “early” or “reactant-like” transition
structures, consistent with the qualitative Hammond rule [29]. In the
above examples, the reactant makes over a 60% contribution to the
“transition structure,” the latter being defined as the transient config-
uration for the maximum of the barrier.

(ii) There exists also a range of endothermic barriers with reactant-like
“transition structures.” These may occur at some values of the exter-
nal field, and can account for known exceptions to the Hammond rule
[29].

(iii) Our approach generalizes previous work seeking to measure the simi-
larity between transition structures, reactant, and product states using
distances along conventional reaction paths [28,29]. Figure 3 shows
that the displacements along the reaction path are not directly corre-
lated with linear changes in the structure of the wave function at the
barrier configuration. The present similarity measure should be more
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reliable given that is based on comparing quantum states, rather than
configurations. Moreover, our result accommodates the case of chemi-
cal reactions which proceed along pathways that are far away from the
standard (adiabatic) transition structure [30]. In the GED scheme, such
reactions would reflect the fact that the general quantum state can also
reach, under special conditions, a large amplitude in the diabatic prod-
uct channel even at molecular geometries near that of the attractor for
the diabatic reactant.

4.2. Reaction rate probabilities

As shown in section 4.1, we can use the GED approach to compute “reac-
tive configurations”, i.e., the region of x-configurational space where the diabatic
product state dominates (|c2|2 > |ci �=2|2). Whether or not a system reaches these
configurations depends on the energy provided externally, e.g., by a thermal
bath. We can use these ideas to define the effective reaction probability (ERP)
as an approximation to the rate constant for the process c(x < x1)≈ (1, 0, 0)→ c
(x > x2) ≈ (0, 1, 0). Note that a coefficient ck different from zero would mean
that any experiment targeting the spectrum originated at the respective diabatic
basis state will show up with an intensity proportional to |ck|2.

There are several methods for the computation of reaction probabilities
based on combining Newtonian or Brownian molecular dynamics with adiabatic
and quasi-diabatic potential energy surfaces [31–43]. In these schemes, surface
hopping and residence is controlled by the NACTs, in particular near con-
ical intersections. In contrast, quantum-state transitions in the present GED
approach relate to geometry-independent couplings with an external field. The
key notion in the our method is that the external field contributes to the rate
constant in two ways: (i) it establishes the limit ξ lim for reactive configurations,
and (ii) it provides an energy distribution which allows the system to probe the
reactive configurations.

Despite the different rationale for the occurrence of a quantum-state transi-
tion, an algorithm for computing the ERPs can profit from the techniques used
elsewhere for exploring the configurational space [31–43]. A simple implementa-
tion would be as follows (cf. figure 5):

(a) We first determine the set of configurations for the m-classical test
charges, ξ ∈ �3m, where the contribution of the diabatic reactant state to
the total quantum state reaches that of the product, |c2|2 = |c1|2. These
configurations are denoted by the vector ξ lim; this value depends on the
applied external field through the intensity of the vector field, A (cf.
equation (4)). In the one-dimensional scheme of figure 5, this corre-
sponds to the coordinate denoted by xlim(Vfield).
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Figure 5. Scheme for the computation of effective reaction probabilities within the GED approach.
The xlim-configuration limits the region where the diabatic reactant state is dominant. This configu-
ration depends on the external field and is evaluated as in figures 1 and 2. The function |FE |2 repre-
sents the probability distribution for the nuclear motion with energy E; the shaded region pE(xlim)
gives the probability to reach “reactive” configurations (i.e., x > xlim). When computing the final
reaction probabilities, E is weighed with a distribution WE (e.g., a Maxwell–Boltzmann one) that

allows the molecular system to probe regions of the configurational space.

(b) We can now define the convex hull for the limit configurations, Slim =
convex hull ξ lim, and its interior 
lim = int(Slim) ⊇ Slim. On Slim, we
evaluate the minimum potential energy that the reactant needs in order
to reach reactive configurations: Elim = minU1(ξ ∈ Slim). If we include
nuclear dynamics, this energy will be associated with a vibrational energy
level for the reactant.

(c) The “reactive” configurations can be defined as those where the diabatic
product state makes the largest contribution to |�〉. This set is included
in the complement of 
lim, denoted by 
field


field = {ξ ∈ �3m : |c2(ξ ,A)|2 > |ci �=2(ξ ,A)|2} ⊂ �3m\
lim. (7)

Note that the {ci} coefficients depend on ξ and A, but not on the vibra-
tional energy E. The set configurations (7) excludes any region where a
diabatic TS might be dominant.

(d) If the external field contributes a distribution of A-values, we can define
mean values for the limit configurations and also for the region with
reactive configurations

〈ξ lim〉 =
∫

Vfield

ξdA
/ ∫

Vfield

dA, (8a)

〈
field〉 =
∫

Vfield


fielddA
/ ∫

Vfield

dA. (8b)
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We can now evaluate the probability of a system with energy E to reside
in 〈
field〉.

(e) Let FE(ξ) be the nuclear wave function associated with the reactant’s
diabatic energy, U1(ξ). This function is the solution of the Schrödinger
equation for the operator HN = TN(ξ)+U1(ξ), with eigenvalue E. Since
|FE|2dξ represents the probability for the system to be in dξ with energy
E, the probability to reside in the reactive region 
field (for a given A
value) will be

pE =
∫


field

|FE|2dξ . (9)

In figuire 5, pE is represented as a black-shaded region. Alternatively,
the probability to reside in 〈
field〉 could be determined by an exter-
nal device controlling the energy E (e.g., an STM-tip) or by stochastic
search (e.g., a Monte Carlo algorithm). Below, the probability density
|FE|2 should be regarded in these general terms, and not only as deter-
mined by the internal nuclear dynamics.

(f) For each ξ -configuration in the reactive region, the probability to gen-
erate the product response is proportional to the amplitude |c2(ξ ,A)|2.
Since the probability density for the ξ -configuration is |FE|2 and
depends on the vibrational energy E, we can estimate the reaction prob-
ability for E as

P(E) =
∫

〈
field〉
|FE|2|c2(ξ ,A)|2dξ . (10)

If we think in terms of sampling the ξ(t)-configurations dynamically
and following the amplitude |c2(ξ(t), A)|2 for a long time until equilib-
rium, then the above approach will include all recrossing events leading
back to the initial (reactant) state. This behaviour follows as a conse-
quence of the conservation of the norm in the statistical ensemble aver-

age restricted to products and reactants, i.e., lim
τ→∞

1
τ

τ∫

0
(|c1|2+|c2|2)dt = 1.

The diabatic TS |ψ3〉 plays only the role of a “catalyst” for the quan-
tum-state transition at intermediate (finite) times and disappears from
the average; yet, the TS is necessary as it sustains the electronic mecha-
nism that opens the product channel.

(g) The total ERP for the transition from reactant to product, (ERP)R→P ,
is the mean value of equation (10) in the energy distribution WE pro-
vided by the radiation field

(ERP)R→P =
∫ ∞

Elim

WEP(E)dE. (11)
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For a thermal bath with temperature T, this distribution can be described
by a Maxwell–Boltzmann function WE ∝ Ese−E/kT , s � 1/2. In general, WE is a
function controlled externally in laboratory space. (For other ways to combine a
classical bath with semiclassical quasi-diabatic dynamics, see ref. 39). The result-
ing reaction probability in equation (11) should be proportional to the reac-
tion rate constant, (ERP)R→P ∝ kR→P ; the proportionality constant would be
expected to depend on the temperature and the characteristic vibrational fre-
quencies for the diabatic states in Class 1 used in the model.

The above algorithm is general enough to allow one to implement it in
models with various numbers of diabatic states in Class 1 and Class 2, as well
as different ways to map the ξ -configurations in laboratory space. In particu-
lar, we can use molecular dynamics to follow the accessible ξ -configurations as a
function of time, as done with classical [31–35] and quantum dynamics (e.g., the
END method [44]) in the context of quasi-diabatic molecular energy surfaces.

For illustration, let us consider the case of using Newtonian dynamics.
In the standard methods quasi-diabatic methods, two main approaches are fol-
lowed: (i) in the “surface hopping” method, a molecule is allowed to “jump”
among potential energy surfaces, but the quantum-mechanical force is computed
on a single energy surface at a time, and (ii) in the Ehrenfest or “mean-field”
method, the molecule evolves on the weighed average of adiabatic surfaces (see
ref. 45 for a comparative review). When combining the GED approach with
molecular dynamics, the total force acting on the molecule should be computed
from the total quantum state |�〉

∂2ξ/∂t2 = −∇ξEtot, (12)

where ∇ξ is the nuclear coordinate gradient operator acting on the effective
energy barrier associated with the current quantum state, Etot = 〈�|Htot�〉, for a
given external field A. The numerical solution of equation (12) will yield clas-
sical trajectories where ξ(t) evolves over time, and results in changes to the
{ci(ξ ; A)}-coefficients of the linear superposition in the electronic diabatic basis
set. Depending on the trajectory and the |ci(ξ(t);A)|2 amplitudes, it would be
possible to observe transitions to products, as well as recrossing to reactants.

5. Concluding remarks

Equation (11) approximates the rate constant of the process leading from
|�〉 ≈ c1|ψ1〉, c1 ≈ 1, to |�〉 ≈ c2|ψ1〉, c2 ≈ 1. It incorporates the effects of the
external field through the energy distribution WE and the accessible reactive con-
figurational space 〈
field〉. The GED approach also takes into account the role
of a diabatic TS, or any other excited state, as key factors that modulate the
value of the local reactive probability |c2|2. Indeed, the basis set of diabatic states
can be expanded until one builds a satisfactory qualitative model that accounts
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for kR→P along a given reaction channel. In equation (11), vibrational dynam-
ics is handled approximately by using U1 as the (diabatic) potential energy for
the nuclei in the initial reactant state. If the system is dressed with the elec-
tromagnetic field A, an improved method will require using the total energy in
the field (Etot) for quantizing the nuclear motion. An even more general algo-
rithm would consider an arbitrary (laboratory-controlled) probability function
for visiting ξ -configurations and a stochastic (or molecular dynamics) process
to establish whether the |c2(ξ ,A)|2 value is sufficiently close to unity to be able
to speak of a transition to the product state. In all cases, the total quantum
state will always remain coherent, i.e., a linear superposition in the diabatic basis
for all ξ -geometries. Nevertheless, equation (11) provides the basis for a theory
of reaction rates that uses an electronic diabatic basis set and an external field,
as opposed to the BO separation scheme and NACTs, to describe the external
control of chemical processes.
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